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1 Bl B A S

1 BUERFERHERME RS

1.1 BIE
1.1.1 ftA284E

B e X F s AT 2 B E . X TR AN, RATAT DLR 2
AN $FE (feature). B, XFF—A N, FATAT UL Gy ARE, FRSE. XFE,
FEAS Bl st T AR S A — S WER A THE R MR — MR, B ATX s
B AT DAL 2 (A rh i) — A s AR . JRATHT &) ROR58 @ M s A b, JFH
TAREOR AL, BIZERE . R REEE B2 S8, AT AN B S AT IR
X At

w(Z) = (xgi)>xg)7' o 7375;))

PATHEFA BB 5 AR R HES S — N RERE, RO RTHAERE (design matrix)

N C I )
2 2 2
. NORO 22
O B (3

1A B, B e A — AN BN AR (label), H @ Fox. BAEENAE
X B R 2, AR B — MRFIEZERE . BT B RUAIAR R R — A )
&, JFHAZ RS G R m E

y = (y(l),y(Q),-~' LY

EHEWAERE S, BINSEIAN « 360 E 51t X, T0F y WES
Lk .

(n))T

1.1.2 AR E*

PATATE IR R, Bt e —4AE R BRF AL XX AT YRR, A EE
A RO L MBS 8 T BRSOy EERE). e WAER R Ry
PR A BOE B, PR LA SR L2 R, B

m

d(p,q) = \|>_ (i — ¢:)°
=1

AR BATE AT D A s, Bl Lr ER. ERZH T, RATE R LMEH

TEEE: ARG RO B IR B 0 S, SR 2 AR LA 5
MNBE B 5 SCHRBRATT AT AR B — A o B —— 24 e PR Ay BT AN TR AT, 0008 2 0 o P
KAWRERHRANAFE. HlanZRR — N AW S &S E, DEREAVEH (m, kg) 1FNH
B, TS AAREARARRG I KT B A b, RSO AU RN BE B E R e s 2R
BAVER (cm, 1b) 1EABAL, A2 G EAAE HUE SER — AN BE S L, Hi =i
BRI AR 2. — ok, FRATT S0 B BN YL T 20 | AT — Lo At AR 4 (B4R T A
AR, AT ECHE AR AL AN E B I BUEEAR ARSI A, SR B iR v A B — k.

A7 — BERFAIE W] LU 20 ST
Bk, XMEIL T
AN AT 2.

KER T FoREE, dB
AT R RS E. A
T AREE S AT 1) I R B )
BAEERA A, FA
TETHE L e A B — 4
B, BAHITIZS.



1 Bl B A S

AR S bR EARER IR AR 7. P #REE (standardization) 238K £
IR YRS B AN 0 T ZEA N 1, Bl
Li — M
g;
Horb g NE 1 ANYERERIIIME, o AR @ DN ZE.
1M #\ A{E-&/MEYA—H (min-max normalization) & ¥ RS2 BE % 47 B X 8]
0,1] , H

T; <

x; — min(x;)

;
i max(z;) — min(z;)

PRAEEAN — AL AR A, JF BAEAE AT AR E B A, — ok, X T IR A A2
B, MNTESBE I, AL, Bl A B ZERBR 1 o T, A4 et
PRAEALTT LB B 2 . T RAE A — A, R EOR Bttt — A B [-1,1] .

1.1.3  RHIEE

BAVERXANE LA Python 5, JFFEEALH scikit-learn FiEH13E 4 I LIS
— Rl (Iris) FIRE. X MEIRENCE T =FA RS B8N E F RAER T K
PEANTE . FRATTIE T T AR I X S e 4R

1 from sklearn import datasets

2 iris = datasets.load_iris()
3 X = iris.data
4 y = iris.target

X, Tris HURERE X BAhE 7 x XAEAHES. KR 150 x 4 K%L
H, B—ATRRA—ASRAEIE S, B3t 150 MR L MU R R E KR
B G AR TE B (em) . TR R T HT 10 AN 5.

1 array ([[5.1, 3.5, 1.4, 0.2]7,
2 [4.9, 3. , 1.4, 0.2],
3 [4.7, 3.2, 1.3, 0.2],
4 [4.6, 3.1, 1.5, 0.2],
5 [5. , 3.6, 1.4, 0.2],
6 [5.4, 3.9, 1.7, 0.4],
7 [4.6, 3.4, 1.4, 0.3],
8 [5. , 3.4, 1.5, 0.2],
9 [4.4, 2.9, 1.4, 0.2],
10 [4.9, 3.1, 1.5, 0.111)

M BRI R RE——W i s y —BAAAE y . IX&—A 150 4504, 7
0~ 1. 2 D HRR=FAFBE R, ENIRATAAE iris. target_names 1. BN
.

1 array([o, ©, @, 0, 0, @, 0, 0, 0, 0, 0, 0, @, 0, 0, 0, 0, 0, 0, 0, 0, O,
2 0, 0, 0, 0, 0, 0, 0, 0, 0, @, 0, @, 0, 0, 0, 0, @, 0, 0, 0, 0, 0O,
3 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1,1, 1, 1,1, 1,1, 1,1, 1, 1, 1,
4 1,1, 1,1, 1,1, 1, 1,1, 1,1, 1,1, 1,1, 1,1, 1,1, 1,1, 1,
5 1,1, 1,1, 1, 1,1, 1,1, 1,1, 1,2, 2,2,2,2,2, 2,2, 2,2,
6 2,02, 02,2, 02,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, 2,
7 2, 2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, 2D

R=ME RN AR Iris
setosa~ 1. virginica

1. versicolor.
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TTRATEAEE A FE AN TE B2 O, XA A A
import matplotlib.pyplot as plt
_, ax = plt.subplots()

scatter = ax.scatter(X[:, o], X[:, 11, c=y)

ax.set(xlabel=iris.feature_names[@], ylabel=iris.feature_names[1])

o g A W N =

_ = ax.legend(scatter.legend_elements()[@], iris.target_names)

W,

4.5 4
® ® setosa
® ® versicolor
® virginica
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sepal length (cm)

s B VA — AL AR HEAL FT DLIEIE  sklearn.preprocessing J%E LA StandardScaler BY
MinMaxScaler FERSUEL. Han FHZEXHHE x HEAThRAELIIRHD.

from sklearn.preprocessing import StandardScaler

1

2 scaler = StandardScaler ()

3 scaler.fit(X)

4 X_standardized = scaler.transform(X)
IXFE, X_standardized HLZARMEI G HIEFEEL.

1.2 PR

1.2.1 ft4 2%

FERBAEIAR,  BATH W PR e e s . A, B8 i A R 4R 22 18 1
RRSLE, MECE AN EA VR 2SRRI R R, B2 A B EEE PR E DB
UERE, XM EEREYE. R, EBIRRAAET R PRI, BARREN 2R —
MRE f - R — R, EHGEMONRLERSR] R P, 58, RADEAR B E—4
IRBER A P e e . BATEAE A BB AR I ) miAE e 4 R TR BE R R ARIE . IXAE W FA A
AT AE e 248 (0 Bt 2 ) R B MR 7] (it — A i 7D, R EdE S R
w7 BIRATAEELE, BETAE R, W ER.
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Feﬂfure 1 1

BEAE AT LI LR, H o,

Feature 3

. .
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. ¢ .
~ I - * .
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Reduced Feature 1

WRIEFEAERR AL [ R TR —NERIER S, B BN

ML, AR PR S 0 (2 e B, JRATAT DB RELETT 500 A 2tk (linear) A1 JEZkME
(nonlinear) 4k, 1 F KR, HhdE& M E4EREA )y RAFE S (manifold learning).

BAEREAEALAL BRI S, JF HUAT Rt . (A I B0 (AN 4 R 2 (A OR RPN R R U R UTHI B, A
PR, R

1, MR WA RO T — A EAS R T, SRR AR R N O &

i o5 —Fh o3 207 K S HE AR 06, AW, FRAA B2 B vT AR 5 Bh B AT 1
ANFERRZE B S I, KRBT ERCN BEE (supervised) FE4E. Sk, WRAZH

JEHE S AREE

MFRA FLHEE (unsupervised) FF4E.

ZRE LA EmiRt 2T 2, FRATAT DR RERAE DT 70 R0 R AN HSEA K AZ A28 A Y
A HE AR T 20, BT S A =R, AT MRRHE IR X 73 207 s P

TR A S

2tk

jljllk,fii
mL =

FE A8 (PCAD
¥ Hr (FA)

t-SNE
UMAP

ekt

LRI 73 (LDA)

T, {51l 2 0 A TR



1 Bl B A S

1.2.2 HIEREENENX

BI5GBl PR B T AL — AR 5 3. BRATHE S B AR R e 4 0
HATLLRE UG 4E. SR, 5 A8 B0 X et AT A B e AT m e 4R 4R
o b b, BOCE B2 MR =YEAR . X A BT A B R =

5 BARRERAERBER U — MR, ROV E R RO R 221 5 &
PATE= R BT A5 SEEAT — SeAC B . @SR il AR AL B e A R E T
KT, e S i A A A RIS 1] R, =S R B B Mg, H.
HopffrAEE SR IRIILER, B RPLER A S AN A, XFON HE3RxE. %
YESIE— e R AT DR S 4R HE . DAL, 0 T BB ok, BT L2 TR EE AP
—ANBFTAYR. BIINENL &8 S RN < RFE SR IS 2D BRSE PR bt e — Fh PR 4R .

5=, HRRERAETT DUR] T 20 B (0 P AR L . AT TUSCER Ay e 4 s O AN R 4 B2 2 [
FEAEFF AR SE RPN, TR0 EE TR (R £ 5 2 o SO A7 A T DA R ZE ) 22 7]
L R AMIRE 2 (8] W] A B AT A [RIE JEE 2 18] R DR IR, BHE W R M X L 4 2 (1)
PR AL &




2 TME LR

2 FTIEMREYERE

TANTE X B A28 =i i WL TG M B R B 4 7 vi—— i /0 (PCA) BT 4
#r (FA) FMSZR o0 (ICA).  Hofth— 2800 W 7 ik andE -8 B 23 i (NMF) Al i

SN T (PLS) ZS7E AT UEAR.

2.1 FRRSoH

T HEHBENTE RN ERS 577 (principal component analysis, PCA), iXi&—ffifx
i DL TG M e B A T i

2.1.1 EHS PTG FIRE

DA IR A —H m 48R, 23860 n MR A PCA BERIZI R R 1EX
m QEZE R, AT T A BEAR DL A 22 52 Bl N, Al BRSO AR A B
i B, AT RN — LMy (PCL. KA — LMo m, FAT4kEE,
fEFEET PC1 — Wt 5 PC1 AMR——HIFA J5H L, A5 1 S0 1) 22 5 oK 2
a0 T B ot A e - RIS, RRRONER o (PC2). DASEHE, RATRZ R
B m AL FATAT LA XL Ry BB R R JRUAHE,  th R S R SO X L
T b Xt R AT

Original Data PCA: Transformed Data
4 4
3 1 ° @ 3 1
2 1 & . % 2 1 i
i c 4 L 4 2 o]
o 1 3 o g 1! o ° &
5 0 Q o™ E o e .é’o gl © e
2 o %% S 0oe® S8 o
L) o 0% 81 e° ® C?, ® e
14 T _q
% Lo © 2 %
2 e® © E 5
— Z -
[}
_3 - ® _3 -
_4 T T T _4 T T T
-4 -2 0 2 4 -4 -2 0 2 4
Feature 1 Principal Component 1

AR RS, R RS PCA AR T 5 — o T AT ) 4R
¥, XN T IIEZRoR T PCA T3k ERJ7 . (H2, FATATBLR ST E
JoY, AR EEIR T IR s . WL EoRE, IR 2 THE s R S 3
TORBE I 3 g TR B I TS Al e, AT SE B R4

Ll bR PCA P ESEBl B AR, M0 REFADKE — NI PCA 8. M E
BT UUE 1, PCA SRIESUE &ML Z MMk R, AR — R gt &
REHEN MR E. N TEIROPIANGEE o Az, TNEREA n JOEE, BATE SGXHA
UEPLII T 2

1 k — k _
> @~z — 7))
k=1

Uij =

Horpoz 5 0 NEEME. OO =R T BN AR S R AR, SR ?ZL ij’;:; oiy FHR

THRREH. HFHREHGREKN, —NPEMEBFWNTEZRLEHTE 0 = of . TATAT

6

Tij =

Tij

gi0;



2 TME LR

LAE T ZHEP AR, RO T 2

011 012 - Oim

021 O22 -+  O2m
2 pr—

Om1 Om2 " Omm

KRE—ARIRRF R, BOARRE oy = 0. BUERAMBEREI &0, BT %
o RRIMEAL T R R A . IR AR B BB AERE X, AR By ZE AR R T DA R sfe i
G138

1
> - X'X
n—1

MEAERE AR UL, PCA w2 R B — AUBT bR e IR 503, (A5 60 BAR
RIBEFEM TR, BATRIZAN SRR SE P, W P & —A ISR, HH
SRR TR (B ERERMAE T RASR, 589 3T (loading). #HiZE T
MEAEER Y X', WA X = PX'. BAHERXA R Hmdt B, 535

1
E:——?ﬂXﬁXT:PﬂiP
n_

Horp 3 RRARH G (P I7 ZHERE . i R EDS R E S BRATAE X, 5 ET (e
X MO SEEEE. I H TSR f D E R 2 ERAMKREK, iR EEAR
RIS 7> I T Z 8%, FrLUXANMEREAEXS o)y 0. Xt 2 2 PEAH b 21
RS AL RE. et 37 JE 4

/
011 07
2/_ . _

/ 12
mm m

Wt 2, PCA BURAEX Py 2R 3 SEAT AR Ad,  FLXHff el Uy 22 50 K (ks
EAE, RIS 7 L RT7 2. AR HIERE P sl n 8GR T My #ea) i,
PC1 it A s KBRS AR X B FRRFAE ) B, RIS B PCL T T 225 PC2 525
TORHPRFAEAE T LR AE D, IR E XL T PC2 TR %, PABERAHE.

2.1.2  ERS SRS

BATRHEAE R sklearn R HLHBSEIL— T Tris BRI F K301, PCA EREE
AN, RIEBRATX B AR AR AL I EE X _standardized . FRATT N THI AT DA EL #2130k
FTSB. sklearn f4 FE32 4038 W AR AH R G, BRAESIORG, VAR, TSR
SLoBn, FHEACIDIE 4 i Iris BURERLEN 2 4E.

from sklearn.decomposition import PCA

1

2

3 pca = PCA(n_components=2) # PCA instance

4 pca.fit(X_standardized) # fit the data

5 X_pca = pca.transform(X_standardized) # transform onto new bases

PER X_pea J&— > “HEBIEFERE, RN B, FATH AT ELAE A n_components
S, EHELL PeAQ) BEATSRBIML. 1XFE, PCA BESRE AN LM, W ZUL X pca
e MUZEREH. e AR IATRBE R AT ATPI4E, SR RMFRRIZR.

7

X AR LA B, AT
R S SR HA k.

LA FHE R i 2 (R F T (0 2
ATy AR v 1E AT S () AR



To M RNE BT 1
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& e .
11 %% " °
% )
o o [
P L] ]
2 ® ® setosa
P ® versicolor
o virginica
T T T T T T
-3 =2 -1 0 1 2 3

sepal length (cm)

e PCA &Ml B gE R, Mgl ire T ook i 3041 58 4 =5 FE e
REIFRZE . =AASFIZEG) BBE s AE LA B 0T 58 42 B T8l B B B 45 S 2.

T34k, MIH pea SEBICLRE MG R IEIE, BN transform()  J7iEAMY
A DAREAE X_standardized , W] LAY HE [F]— > P 4 bR B0k PR 45 AT AT 400408 A

AN R xonew , FRATAT LI E AL IR FIRE AR AELL R B b 2] REAT P2, #E ik

R EL
1 Xx_new = np.array([[4.5, 2.9, 1.6, 0.1]11)
2 x_new_pca = pca.transform(scaler.transform(x_new))

B, IR EEXER scaler()
R FH 2 A B 400

XA B BT B S, R BRI SR, ATRE S, AR A

gesE L setosa.

Foh, WG IE, BAT T R b e AR i R R B S PCA

FOEBATIOIZR, X SR R B A R AR P AT PCA BR4EM SRR A—FE.

L]
) ]
e ©®
L 'Y
[ ]
E g L/ ‘. e *
® 0,00
e e e o:' g8
S
T - .r L )
2 l.o.a ®
= .% ° %0
5 e .
11 %% "’ °
S o
o o [
P L1 ]
—2 Y ® setosa
Py ® versicolor
o virginica
T T T T T T
=3 -2 -1 0 1 2 3

2.1.3 MR FERSHIEKE

sepal length (cm)

BT A, BTN TR AR RO, 2 PCA Bk i

8



2 TME LR

REMSEE. Ar, 4EENEERTEAETN, s ZedEE e b, AR
TR 200 B Py — 4.

MAR, FATRREEFEEIE, MEARREEIER RGN, XN, RITEE
ZOR PCA REEAHIRM— w7 2. IRATATH v, XA 7 ZHFE R T of,
MARK SN FE WA TT MBI IT 2, W2 &AM B R T7 Z RN m DS FE K
Sy ILFIARRE T AR T E T7 2. HILFRATE AT DATH R 5 o ke 7 EdE R 2 0 L
BRI J7 2. fF sklearn &, XHEAFAEPCA 5261 explained_variance_ratio_ JEMEHT. FAT
A LU AT JUAS 355070 2 AT TR BT R B (0 7 Z2 I B R oK, SRl e 3 H .

fil4n, £ EmmeeFd, AT LS PCA BiESLBIL N Pea = pca() . TEAMEAN
n_components ZHINf, MG BAITHE M ITE R E sy, iR RO, it
ETJL pca.explained_variance_ratio_ %Ia%?ﬁﬁﬁfﬁﬁﬁﬁﬁﬁ%ﬁ%ﬁﬁHZWIJ Z—?ﬁﬂjj‘jy
AN array([0.92461872, 0.05306648, 0.01710261, 0.005212181) . £ 3kA 1A B 90% 1
Ji7E, MARTLLRBGE — Aoy A ZRE 95% 772, W] DABCET A 32 1)

& BRI 7%, PCA RE BT Z G N AMER. HAENAEE, WIERATAT
DAVLEE NS E o FFA6 . FrfRer 77 22 RIRFEAS.  FRATHE &S F 5 77 M RRIEE, 1
SR BT G Zm R R, o BEAE (scree plot). ATLVER], H=/Foabe—
A PR, WM PC3 HHE, FTdRem ) 2 KRR, Bk, FRATAT LR R AT A

Scree Plot

0.6
o
)
m
[aiel
[1F]
Y 0.4 1
o
©
=
B II
2 0.2 1
o
(=1
k4
[19)

0.0 -

1 2 3 4 5 6 7 8

Principal Component

2.2 EFoh

BATRHR R —5 PCA EH KM FELETTE, FRA BFH24 (factor analysis,
FA). S2Br b, FA W 8 UM R BIZERY, A 1iX B R s s I — M, FONIRR
PER 74387 (exploratory factor analysis, EFA). A1 RH#E FA FIRBEASEI, &5H
KT EM PCA FIRF.

2.2.1 WNTESREETE

FATHCER 3 1) v AE RS 1) 2 Y- 2 R 228 S AFAE — SE ARG, Horp s WA BR Rl 2
— AR T LA R SR BT R i, AR LR AT A IR ) R
T2 (latent variables), WFy AFEF, FIFRE T (factors). TMIHATHIEIE HEAICFK M
AE, BN WMEEE (observed variables), 4352 F|IXLLfSy AR M. BT H
PR ST WL A [ R AR DA, SRk B ] BEAFAE ) R AL

FATE AR Iris HHREER
WA, BN Iris Hiidk
I FERAR, AR,



2 TME LR

NHEEATLAZE 480 MBTT PEAZ IS B OR R — TR &2 4. MBTI 4%
Ml — M EEEEHER, AR BT 0. 8T 5%
MR BORIE R, A V2 R H AR R IR R MR LERE . a0 X i e H A
RIEEAEW R, XRBOVEANTHER AR R E M A PESE i), X atE — R &
AR, BATX AR TP A & AL — R A . SEbr b, RATATBAIRZ
ORI AZ AR 2 RS AZ &, — SN AR &t AT DL ety LA Bt A8 2 3L (R R

7 E (extroverted)

"You enjoy participating in group activities"

1 2 3 4 5 6 7
"You regularly make new friends"

2.2.2 RAFHHFHNZITFRIE

THEBATKHEEEE FRS W T o EEAERS. W r DR E, #O8 f 2
frr BATATWI B EEN L& 2, 7] LSRRGS & 2t H &

i = Zfijfj + €&
j=1

Hrp £ FoRBEAS BRI AR RN, VR FOvEAT, T e REEILIRZE, BiKN
PR T . RS RIIATA 2 A HEE AL RS B T DU R RE S A

X =FL +e€

Hep F e RV ZRTHFE, S TR0 eSS R E EE; L e R
MR, W8 AT RREA AR BN Z R EREA. TN e e R RiRER
K.
FrLh, o0 BSOS THERE LA F. AN, SXRERE R 7 G TER . N
TR R T RS B 7 UL R
1. FrZiRickn, HBET2HE—1l, B Cov(F) =1I;
2. B THEGE LR, Bl E(F) = 0;
3. WEZIARTKM, B Cov(e) XS fHERE, 10/E @,
4. PRFRIR 22 2 R #R e To R .
FERXAMBB T, BATAT LhidE— 2B R Bt (R AR SG . A R BATT AR AE e ) 1) 7
Zict 3, WHE
Y = Cov(FL+ €) = Cov(FL)+ Cov(e)

10

bR b, BT TR T
LT,

I B A B WU KA
MBTI 2 LR ER,
KEHEF TR,

RREESEARCE PO
T .

REMILEE - HmEET L,
Xl F & HFEA ) 5
B, R FATE
Cov(X) MEHEENIEE
BEMLAS .



2 TME LR

EER F RENIERE—E AN TR s, s EAEE. L IR
WML &, ERBTHES, T B R AEIF AN E. FHERATTEEE L

W Cov th k. (%5135 e B
Var(cX) = c*Var(X). 7E

DR HRIXAFIAERT A

T
Y=L Cov(F)L + Cov(e) S,

BN Cov(F) = I, Cov(e) = W. FABAVEEIX P07 Z 15 iR X
S=L'L+¥

Hot LT L AR T Bagsi s s fr iR i b 22 003 5y, okt M oo RR A7 2 1 £ RIERSY (com-
munality). TRREED €, W ARERT D, XM Ioh )y MEFEES (unique-
ness).

5 R P G, BRI AT 1 JURIAS IR B 7 GRSk . e e e 5 G — Fof
BN EHEF A (principal axis factoring, PAF), XN HEIRK S 9247 (common factor
analysis). FRILZAMNEA RABIRSE 5. XFORAR T NE AT L5 0%, RATFEA Bik

e

2.2.3 BEFHERRE LI

N HEFATR T — T 5 RAER IS P AT REAFAE A BB E— N, SR AERIAEEAT
SR RS AN B8 P AR AL 75 AL A 2 B AL Fp B (Bt [ A58 R ?

R B T LR AT AT T PCA AR 120 A R AR ERE R SE B JRATTHE T it Y — 7
Wi fit_transform() » IXAE AT DU —AT ARG AU RN ZRA B4R O PIAT AR . IXAT7
IAAE PCA M A SRAE BT LA .

from sklearn.decomposition import FactorAnalysis

1

2

3 fa = FactorAnalysis(n_components=2) # FA instance

4 X_fa = fa.fit_transform(X_standardized) # fit and transform the data

7o trig R N B, ATBESL, HTohRsinsgRs PCA AiAR. &
AT S RS T 70 A Al PCA ISR [H].

37 ® setosa
® versicolor
virginica
2 e®
e ® [
L
—_ Y [} [ ]
1{ o¢ °o®
E e ....‘ ] .
= 0 [ ]
£
k=l *' .'.
s .l o % v,
T d ®o o0 ©®
1
0 .~ ®
-1 7 . [ ™S
& ] ®
o ™
-2 [ ]
[ ]
T T T T T T T
-1.5 =1.0 0.5 0.0 0.5 1.0 1.5

sepal length (cm)
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2 TME LR

2.2.4 BEFHHS PCA HI7[E

K75 PCA #GREAMEFRYESIE, JF HB BRI R YL L R A R, — &P
TRl HSZRR b, ZERAE AR, NIRRT 1R

B, WEME LU, PCA IME—H At FELE, ERBERBE S MRYE =00,
BB JE Bl I E A —— B ) 2 E—— 3 KRR . BRILZ 4, PCA Ak
BAWERS A 2T SHECN SRR BGH 2ZER R, TET 285 WA
. B b Wl — MR, PR ) e A B s R I e & AR G . JF HL
PR 70 M A B4 B A B AL B2 A R Y IR 2 e el A B 2R PR S A3 T Y, B
H U P B M AR, AR K.

WA R R YL, —FH WA EEERZ PCA AREFLIE R EHE, H
Do B A 4 RS2 B S H 5. R PCA B, 3RATTAT BA— "SR I =
AR TSRO AR AR LA, XA EBORAT LA E 5 B 45 K2 — . (ArEfE A
T, B REET AR, HRNEE TARBETHH, ARG ER
SAEANFER. B, ESARR TR T EE, BRATR EERMAE . ROk, AT
IHRAE BA Ik 78 10 I il ity R B 1 (8 H ——l . 78 MBTT PRI Bl 50, Al
R A BIEMEAR 0 9 UANERE ? AERCE e MR RIS oL, ATTmT LB 75 22 1 A 36
gy, S PCA AU T Ak B &G R 740 H .

HWH RN —AZERE, PCA BRI TR ZHIFR, 10E 7723 2 KR 1
B M. SEbR L, B3 2 WAMEBA N, R L. ZRENEHE T
T R R DT 2 AL 5 RE 75 AR PRI AZ &, ALK R IR] — A 22 8] 1) — AL A AT R
SEOTI. AL, FRATAT DARE R A IR A AR 2 e A e AR, X ARy B e, Hi
i ) — e e 77 SRR O 77 22 B KGR (Varimax), & AE #3177 ) R & 5 30
MAZEA—B R AR B TR B B> RN A&, T fa AR

BJa, MANTEERRUL, B0 PCA WA EEZWARE. Bl 7 2 1 2 2t
FIAROCHE, T PCA fERRREIRETT £, X5 —H AR ICYEAL &1 T7 w2 A F 1.
R 7 R, PCA IR ZEREE T LR 0, BT 2R 2~ LS
(. XA RER T IRZERHR ARG P . XAl AR B E .

atent feature errors

PCA id?/v :
(N
FA idea//'7 )
(NI

A

ABEHKHE StackExchange

Wiz,


https://stats.stackexchange.com/questions/1576/what-are-the-differences-between-factor-analysis-and-principal-component-analysi

3 ATMELMERELE TR

3 BRELMEY4ERE

A7 MBS I ER MR LE T3 0 L A A — Rl N5 E—— 2 IR 247 (linear discrim-
inant analysis, LDA).

3.1 ZMFIR D

ZEFIR b S PCA MK TR0, #RLIEREAEF L. Hi2 LDA FIEALEE
R I RIRZE B . E YR 25 I8 KA R B (K7 Z2 BB ORI AN A R 2R
A2 1853 It

3.1.1 M7 LDA

PAVIRE — PN RIS, BUAAEHASEA], A F LDA tHFR°N Fisher #
B BATH H bR 2R B — NG, 15PN s A X AN FE (55 o 15 i
—— W H R G R — AN R B SR AR ZRAI SR SR B &, WK
FiR.

N ® o
N ®
N S ©
i hd v aw -
4 o
| ]
° \:\'\ o
s o @ (o] o o]
2 = '\\ ° o
\ [a] Q Q
o] 90
A S (9] F
oA \'.‘ o) 8 .
NI 0.©
v
A 1
»
AY
N\
~
—4 \
hY
A Y
T T
-6 -4 -2 0 2 4 6 8

NHEHIATRAECAE S MR LDA MEHK. WA RS, HIME DRI
T My, T ERFEN B0 M. B w RoR BRI 45 AL R, R4
B o FXAMEE RN w e, WIRE B, PSS ME S B
BRAAED N py = w g M py = w gy AEATRATAT LUFT A A8 10 22 73 1)V 05 KRR
Kl ZESF CHITRN T AT RN ZERRFEN B0, WOERE BE

RIS = (1o — 11)? = (w py —w' py)?

[, FATIETT BLHE B P34S5BI RO I T Z 5N of = w' Bow, of =
w' Sw. AT ELH B 5 B SEA T5 Z A R N U

%W%ﬁg = 0'62 + 0'12 = ’U)TZO’U) + 'wTElw

A2 LDA ) HbRsl S A2 i KA R R 58 B I EUAE . JRATT— MR Fh 75 28K
IR EFR N BAReREL (objective function), icfE J(w). XEBEIRAT HARRECH

T(w) = KIHIE  (w py—w' py)?
CEAHE wTSw +w Sw

13

IRZITTEA G R AR
AR (HSZPR_RIX B
R FRFIRTE DL, R TR
AEAREH . B
fEBLAT DAL T — TR 3

H5h, LDA BRI EHE
I, T S H RS IO
JEIEZS M, B 22560
HHFE. 2 LDA RUEJ9fe4E
BEIEI s XA ZER AT DAAS
W2,

A g RA 7 E M —
ANBRE X IR R R T L
o H bR e B, B AT LY A
HAKEH (loss function).



3 ATMELMERELE TR

A B w BN SRAERER T . Ay 1 7 (8 e, 34148 B U5 5l
—MpRR T AT SRR FE (between-class scatter matrix)
Sy = (1o — 1) (1o — 1) "

MM BUZFRE (within-class scatter matrix)

Sw - EO + Z;1
I HbREE J(w) AT AR S
_ w! Syw
J(w) = w' S,w

XFRN S, F1 S, ) XIFIR (generalized Rayleigh quotient). IXFm At At in] A7 1E fig
Mrfg, Bk
w o 8, (1o — 1)

XA LDA BT f 21 B4t 7517

3.1.2 %%j| LDA

A TR LDA mat, FHEBEATT IR EHT MMEE C MRGIEIER LDA. 1F
XAE T, BATEERE E ADNEE w, - wr, ERAFEZEBEIRE XA k4775
IR A BS T. KB E < O — 1, XA LHERA C AP L E e EET
C — 1 473 [a) .

TNTHFRATTE ZXRCEET LDA B JUAMESEATHE . AR AT DL ) 4

W, AEAN b —5AE SCA — 26X Sebe b, R HLIRE SOA R FOE KSR U AR R ARSI i
HUEZTAR I Z R R H 2
c BABRUAEAR.
Sy=> mi(p; — ) — )"
i=1
Hor n, AR i RIOFEARL p WA EARIIME . X SERs Bt By JE i 1
COUHERRE” . T2 P ORI AT Bl SO R AP I
AEANFE R E Dy AR
c < AT FREA R INAR.
Sy = Zsi = Z Z (@ — p) (@ — ;)"
i=1 i=1 zeX;

WU S, HUE A RABUERIM, W= TIraRA I Z R, JZREE S
JE PR A X PN B AR R i T B i A RV S, R

Sp+ S, =8=7 (@i —p)(@—w'
=1

AT BT TR E AR A EERHE, FRATE AT BUE 2300 LDA ) HAReR L.
ERBXEBANE 724, Bl 15 BERGZ E ORI A 48 BE 352 B8 2 i,
R
Y, w] Syw;
Zf:l w/ Sy,w;
WERBAHET A w (EAF A&, BEEFETI R —DMEE W= [w, -, wy], BAHKE

BT LA 5 il trA FONKIRE A ) i
B tI'(WTSbW) (trace), ®rx A MFTHE

= 7 XFFRLICRIOA, B
tr(W'S,W)

trA = Z g

J(wl’... 7ll}k) =

J(W)

14



3 ATMELMERELE TR

EARAACTT REBA TR, B wi, - wy N SL'S, WD & DMFHEFE CKIEER
MEMERE PP . REIR RS, REM w ZBAERIEZR, fEX AL LDA 5 PCA
AT 73 Hr AR H ANA .

3.1.3 LDA RYy{CHISCIR
LDA w] LLHAIRTIHE ) PCA FK T3 A A0 R B VR R S, AT 75 B2 R i A% N AFAE
bR 25 AR 5

from sklearn.discriminant_analysis import LinearDiscriminantAnalysis

1

2

3 lda = LinearDiscriminantAnalysis ()
4 X_lda = lda.fit_transform(X, y)

HAERW BB, =G Z 8F-AT LR PCA &, 2Ry s
BAa £ 1) = AN T T A Bt R B T ZROR 5 17, I B R EA L. (BfE
USRI 2 8] 7y BT 80 AN Z2 i KT AN, il 3.1.1 19, PCA 5 LDA
SR HBRESR.

3
L
27 o0
° L ]
® ® oy ©
™~ 11 L4 ° * ..
o
=
g : o '-
a LYY X
E 0] %S
(%]
< ] '
g 2 o ®
-1 1 [
o
A P
° ’.
—2 o o ® ©® -=ctosa
® versicolor
® virginica
T T T T T
-10 -5 0 5 10

LDA compeonent 1
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4 Toi B AR R )T

4 FIREIRZ MR E

RITHBRAN A T VR E WL P4 500, ZRIERR 4l AR B . v R M 5 S AR
B BN IR A DA - DEYE T . B, AT EAE AR L MRS .

4.1 t-SNE 5 UMAP
AT IR AR R Kt mT WA P 5 B LB P 4 7 vE—— t-SNE A1 UMAP.

4.1.1 t-SNE

PAEIX B AR E —ANEIERRA LT AR (t-stochastic neighbor embedding,
t-SNE). H5HjH @AM LM EEAR, t-SNE GEFJEHF UMAP) FEA R KL 2 pE4E
BRI, B Ul AN R B SO AR AE I 18], T A2 B B B8 B4 5 11
IRLEAR DR 2, FLEARRESREIE A o, I RIL S0 C RAEPE4E 5 153 B ORIF—— At 2 U,
AT R ER AT IR ORFR AT AT, 18Iz () Bt m TS PRI

FHATKRE —F t-SNE EAG 5. -SNE Af FAEAR 2 A Sk i IR i < (]
AR R AR . X T R IGHHE o, FRA1E L YERAMEER I3 A0 pyy; TR s TA) R B 1) 5 —
R TR, ERREEE A x B 2 KRR o AR

exp(—||@; — x;||*/207)
Zk;éi exp(—||zx — xil[?/207)

i3 A R B A AR 0 A 50 S8, TORBEAOE 10 S AR E . TS M o, i
FMBARIRW “WE". o, MEERIVFES LT,

BRI AR RN, W py; # pye AT SRR, MRS (AL 105
UL, -SNE AR, F1E) MRS p,

1
Dij = %(pilj + ;i)

[FIREHL, X TR AR 2z BRATHE AT BUE SR DA gy SRR EERE & 2, A 25
ZIAHEEABR AR . X R E IR S py MRRTRE S qi. ORI, AR PRYE
HERFFAT. t-SNE BRI 5 Ml A SRR ¢ AR E S gy X2 t-SNE
Y RE o AR

bij; =

G = (L + ]|z — 2*) "
N Zk;él(l + |2k — 2| ?) 1
B 7RI R RIS, BROTRATRB—A 2, 15 q; RES pi; ik,
XKW 2w — MRFFEE AR 6 R R A IR 4ER R 7. RATE X t-SNE [0 K ek 4L
NP A Q XA AR KL #UE.

L= Dx(P|lQ) =) py logp#
i,j ij

PR, FRATAT U LA BT B 5 2R AR AN e AL L. X t-SNE B4R 58

TATHE T -SNE i 3 f2, EHAPE— A mSEOE AR, 2 &l i

pi; B o BATURE, EAREREA A CAEIRE MMM, MEMEA -SNE i, A1

16

P AR T 3 A EL%
SRIKE MR DA RN TS
ERHE A HE R,

RRMEH RS E
BriE”, e 4R
T A R AEARE R e AGR
FreRiE.

Kullback-Leibler (KL) #
JEE X AR 2 43 A 22 [ )
“PEEST AR, NdEA



4 Toi B AR R )T

ANEEARESD o WME, MRIEE MO ERE (perplexity) S8, EARIZS
AR AR R E T AWERE R, BRI S ERA /T o

Perp =92 Zj Pjli log, Pjli

R — RO FRAE 5-50 Z 18], ARFEFELEE T RCR LS. TIRER 1M R £
ANFEIH B PSR . FTUUREL, W EEBART,  FR4E e (s s A BN 5], ik
BT, FRAE B AR, BAT— Bk — MO T ERSSR. 55 WLk
PR RO IL, AR PR RS AT DA A SIS B AR A5, /N ) PR R R I 2 A SR Ry
iy aR

Original data Perp=5 Perp=30 Perp=50
- . - 0g ¥t N 000,
N TN, | ] 1L

3 - .o¢ ® T ... 7 ge '..f:....: .

e X
£ a3 " oo ™Y | . & Tde 3" So
Var? 27 ( i -é'.ﬁ?& T | ':':.:.::;:::'-'-.'-.'.::
&

&
1%, A
age ) ™ - ....'. e
.'..o..g e i . ﬁ'.:.. - b .= '.....'...'.
T

‘? L G 12
1 e Yo _-..‘:'.i?; . 8

4.1.2 UMAP

UMAP (uniform manifold approximation and projection) #& t-SNE ffj—/>{ R kit
A, HTHMEREETR, SAELTFCLemB 7 /EE. UMAP W58 S IEk
WAHTEIR TE 5 ik, BONRIRMHE. 2811, UMAP RJEEAR LA t-SNE & )L75%
AP, FEURM T R BRSaHt. FIIRAITHCR T ERE — T UMAP i 1 WLy
it

UMAP 1) BB 2 0 s e AR 4E 3R AT %R, IFERX AR R EMEL. Y ¢
SNE A2, 75 UMAP H, &AN0E s #A — AN e “40E” X5y, FFHEMAx
OCHOMAE.  XRBATFEEE —MESE nocighvors: BB NEHE RUARIT X424
HAb KA OB ARE . TE, FRATIREH — AR w,); KRR E O 2 18] T <
KR, MAEALE Z B AR R EEWRN 0. fEbAb, UMAP ANERIXA K EHUE —4
MEZ oA, W WA BT IH—1k.

{exp <7maX(O,H$i*ij7pi)> . @ F x; AR
Wil =

0, otherwise
K p; Moy ZESE, HEEAVDIAERRE XN ANESH, MRFEESRYERATIE
E(J nneighbors Eiﬂjﬁ?%
N, UMAP XX AN B AT R FRAG, A AR 77 A LA R X Fhoa R
77 2ok B K.

Wij = Wi)j + Wjj; — Wi|jW;

17

K =3 pjilog, s
R 1 PHEAR A E R
1 H(P;).

XA PLAZ AT I
T EAERHERE T A
PR R 2 R e 2 2R

Mneighbors L6 12>
Wadh k.

Akt e 7 N UMAP
JRHHI .


https://distill.pub/2016/misread-tsne
https://doi.org/10.48550/arXiv.1802.03426
https://doi.org/10.48550/arXiv.1802.03426

4 Toi B AR R )T

X T IEAES 1) 2z, REARR RE R (BN “B#)” #om), UMAP AFAEH ¢ 7
A, TWAEH—F “SFT”  MRECERREL v, X ERATREEE 5 — N ESH ming,
AW SR /N T mingg B, EATRERR RAE LT A XA EBOE AT R,
P L S s P PR 2 8 R — AN I Bh R 4

{17 ||zi — z;|| < mingig
’Uij =

exp(—||z; — z;|| + mingist), otherwise

#Ja, UMAP i FI AT B 2 18] 1) — o2 SOR AR KL #1992k b £

. - 3 Wi . N 1-— Wi
L =BCE(W,V) = Z; (w” log o + (1~ wj)log =— o >
UMAP (#8550 2 5 TR 25— nacigniors 5 t-SNE BIRBERDL, BT UMAP BSHIRLER
2= 3 2 . — N W S LT 7~ XA RR 3k
B ) R R G K 5 4 R G . T mingse, U285 8 2 5 503 25 1 B8 R e

4.1.3 t-SNE # UMAP B9JL=540R

t-SNE #l UMAP S53A1E B UM A LA IS REAR, BRI X T 418
1o P 7 AT LA
#45, 18 tSNE A1 UMAP WRMEGiR, BURAL M NIEBRIA RO, L, ROEIR N8 0k,
A VR AE RPN RIS, S LA TR I IBE B4 30— AT DU RIS e e o
B R TR TR AN, [T K F MO s 7 T 0 42 ) o A R o i
%=, t-SNE #l UMAP SHESS00 UR LS B, IULAE FI i 2 A S A
MARIRIFINZE . T SNE Al UMAP 3% W0 H 03RS0 e oiin, B—BA T ik
S I 4R G A P T (2 S IR, SRR 0 B e B P A — s
BEHLPE, PRCEE R T s, ke i 4s B T R R —RER. R T RS,
SRR, IR RAZZ LK, RO 4
=, JRATTHT I A I A P T A LA ([ — @l 1 b
SNE A1 UMAP A LU AT M B OB B A B ASih o] P 7 S5 ) 7 2
i O OB B PR, R U OIS M B L B PR, SRR RS S AT
H TR AR 2 5 F A
)5, t-SNE fl UMAP 83k BRS040l B RIE — A E. —BiA
N, UMAP Lt +-SNE R iR B EE & R4 0. FIRN, UMAP Rs/TiEEH . ¢
SNE I RIS AR O(n?), 1l UMAP WA AEL R O(nt1).  Hik, UMAP J, UMAP Al t-SNE [if)
TG AT T -SNE. Akt, UMAP 76/ Hd b s vk SRR b gt o o T
SNE.
Ll I -SNE Al UMAP F LA T84 15 5 T AT 40 48 0 AR 2 e
BV, ZAEA AL N EH t-SNE A1 UMAP W82 AIERTH CLE/ R, XPMps
VEAE RN B 2 )3T AR M, T A S MR T 22 I 728 M —— B % (I UMAP
)45 BT PO . AR T ST (I AT, B, 722597, t-SNE
I UMAP S5 S AMil 7 (scRNAseq) 620 2 MU nl MUK I bRAE MRS B . X[
SCRNAseq F%E BARHL T AU, A RIS A 2 T RS T30 AT M A 2
FO A B X R I A2 . LAY -SNE Bl UMAP BhJ% 408 e 4 517
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https://pair-code.github.io/understanding-umap/

4 Toi B AR R )T

4.1.4 t-SNE # UMAP BRI

t-SNE H.7E7E sklearn BLSZINN  sklearn.manifold.TSNE , FLiBivkid & 5 a0 A LA &
BN VER t-SNE Fl UMAP AT ZXEE ok, (B3R ER 7 28 Ar vt 2l
AR EE, R NENARSEE DB U EER I KRR TS TR E, W
1.1.2. ik,

from sklearn.manifold import TSNE

1

2

3 tsne = TSNE(n_components=2, perplexity=10, n_iter=1000)
4

X_tsne = tsne.fit_transform(X_standardized)

T ] A 2 S UM N B 8, — ko th . KA R FE R, arblk
B, BN R E RIS, T XA ERRA R Ra, FIEX T
X AIAKR. ETFEAF, WEREN 10 By Far T 2 mr k.

Perp=5 Perp=10 Perp=20 Perp=50
- « | ™

- ' Y
1~ ' g |

s v |3
_ A ' :
A0 B

AL, t-SNE W] DUs AR L HELAF 8 B DAAh AR R &, IX AT LB S 4L metric
BEAT AT, Bln, FATRT LA AR s2 AR LR AE B R e, X I R AR SE b S i ]
metric="cosine” BT . iXHLAHHARGLAIEERS, AFRISAARERLTF 1LY IT, KR HINFE
EABAREHRZANEFHF AR AN EENEE. ALBATX R S R4
A

Perp=>5 Perp=10 Perp=20 Perp=50
i re Ka oot 4
.4 | LK N .'
. g » i
g - w i | "Q
8 ah s i \ ,; Sy
| q _ f. . ;c o

INFEEIE ) — 5 g, sklearn f) TSNe HIERA fit_transform() Jiik, A AL
] transform() J7i%. W2, IANITCIEAENGR LGB B s IR I 5 L o
Y75 AT pedE. KRR t-SNE ARG R R AL, 102 BLIRAS 2 1 I ZRsiodh b
deJaAshy. R, ELEERAABEAEE . A, LR ERA IREAN TR O S
IRGEARDRE), A IZANTTIEAE sklearn HIFEA LI HAMK —L% t-SNE FEMILATS B
KB UMAP FENSEBL 73X AN T7%.

UMAP FyEBOH, FBEAE sklearn B3 A S, X HEBAVEH UMAP JFAEE S 1
umap FE. ERIEENE sklearn HAHEIEIAL.

19

UMAP JE[] github P
T, XL


https://github.com/lmcinnes/umap

4 Toi B AR R )T

from umap import UMAP

umap = UMAP(

n_components=2,

min_dist=0.3
)

X_umap = umap.fit_transform(X_standardized)

XHEEEESEFE n_neighbors M min_dist . FATHIITVIL, npeignbors 5 t-SNE
HA N R RS, T PR OCIE R R R A e £ 2R A, — MOk HE(E 5-50 (8. 1M
mings, JWPRE T FEYE G HORE m 2 B S HORERE, — UL $R7E 0.001-0.5 2. FEERT
SR A G TR 3.

1
2
3
4
5 n_neighbors=10,
6
7
8

n_neighbors=5 n_neighbors=10 n_neighbors=20 n_neighbors=50
. O v il T .
=L ' ; {:
! LS ) ’ ¥ : ¥
3 A 1 oq 3 {
E' é | 1} | # . $
} 1 | AR
4 el 14 !
S [] r ] :’
7 ¢ 'RRH ' &
R t y &. ' 4
2' N ] fx N ) %
E , ' 11
le 3
— | & s
i ; ]
g "4 T s
c 1°7 8 1t
E ’ _:\! ’ | t ‘d
» | ¥ .
A e i 3
n A ] 2
T % ¥ " G}P % s
Z * 1% :
El % ! 4 ? ’
"l o) | W Ik

TES, ERXNEEREIEET, KLTE n_neighbors=20, min_dist=0.1 P H)RELE
ROR BT . SN AR B, (R Hidls o B SRR AR S

UMAP [FJ#FEt A DA A Al ) B &, JRATAEIX AN F 2] 1. [Fis), UMAP 65k
BT transformO) 7%, FTLAH TXE SR R IR 4E. BT UMAP A 2152 FE4EH)

PREL, DR AN VR S B b A2 TR i e s R 4R AR PR R A o, R AR AR BRAT T X
HAHIER.

20



4 Toi B AR R )T

umap = UMAP(

1
2 n_components=2,
3 n_neighbors=20,
4 min_dist=0.1
5 )
6 X_umap = umap.fit_transform(X_standardized)
7 X_new_umap = umap.transform(scaler.transform(x_new))
b T AR —ANET R AT T RR4E, AR IR LR B E RN T L se-
tosa R, [F] — A EdlE sl PCA Bg
0o2.1.2. 7.
m-01g %
? ] °s
L '. x
‘g 91 » '. [
p s
g
e | - /.
5 81 3‘
g o
_‘{_
® setosa
® versicolor
6 - virginica

T T
=5.0 —2.5 0.0 2.5 5.0 7.5 10.0 12.5
sepal length (cm)

4.2 MDS 5 Isomap

PATUIE, ARLRPEAR B4 XA 2 2], IR e RN B 4 5 A2 1E - $R A B 72 19 IC
e, Aik, AP t-SNE 1 UMAP S SR RORAERFFABIE LR, MHA O
BHEMNRIE. AWHARNA AN EE “RIPIFRF” SR fErmEmEE, R
Isomap. ‘BRI H HIIEL RS L —.

4.21 BHREZTHR

FE4M 2 Tsomap 2 BT, RAVENTE o8 J o 6 TSR OB AL L0, 5 4 R P
¢ (multidimensional scaling, MDS). &2 Isomap FF4E[RHEAEZ —.

MDS e FER R IFER A2 OB, B DL, MDS WRIEHE UM R L 0% b Rivon sy
PP OB ], R BB S B A R 2 BB . AR ATRATATDLIE MDS I (o s
SRR I

L= Z (i, — dij)2
]

AT AT L o AT R PR FE R W R oR AR 3ok L 16 B B S T DT 25— o B
A, MEEARGE A AR LA R ) = [z — 25l B, XA A ARME. TH
FATHAAM T — T
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N RATIS I PR S BARAEARFRACAE 2. B AAEFRRERE O, A 8 2 A H R
TERUGREE, MR d; = d;;, Baf

di; = |1z — 2i|* = ||zl * + ||25]]” — 222}

H1 T 208 P DM S AR RS T AN DO LR S, JRATTAT DALk B4 o 1 2l s ok
1, BEE 3o, 2z, = 0. BEiS, Re ESXE @ A, 5 SRAT, RTRUAS 2]

o= Mzl +nllzlP

i i
Yod = Mzl +n ) llzllP =20 =l
ij ij j i

RFEBATATLLRE || 24| RFh af; M. FATE LRI b = ziz] » WA
4 by = Sl + NIzl - ). KBRS

1(1 1
bij = 3 <N ? (di; +di) — N2 ;diz - d?j)

HEE by WHFERA B = 227, ETORMIIREAIR Z. i F Bt A b nii
NN N N N LPFs ‘H/\Eﬁ\ﬁlx‘
FRAERE, JRATRTLS S I B = VAV, B4 Z Mty T, WA REGH

i
Z =VA'/?

I Z A noxn (ORFE, HEAT RMRAER (RSO SARR. AR BRI 4 St bl

REWAZS n bR, FRATAT DR R4 A2 P 40 . I R
ERMNBEGEEEN £ 4, WESER L, FREERRR. (LELRE, &

1TAT LAAERT S AL RSB G B FFHE R, 45 Z FUNGT & 81 SXRMRSEERRONZ St MDS 5

Torgerson’s MDS. FJLUEH], £t MDS sifr B 5 PCA S, (HEHft 7 —MAE 1 H

K —— AT IRBEEE S R PIPREE RS, ol T DALE IR 4R A6 P B Ry TX e B8

4.2.2 TIsomap

SERRRFIEMLES (isometric feature mapping, Isomap) A& —Fi 3L & #IFIE 5 2 Fk.
Isomap Hi%&LL MDS Ay2Efl, il EFHR— NS EFER NS . BHEREIRLT—
MEYERIE b, Isomap FFAME A S 4E ) B R, 120 H MW SERE LESE, KA
MHEEES (geodesic distance). PLIMERESVE M, FEARLED B E BdAT A, 3
SERRLT R THERITERNRE, Xt Isomap FEAEAE.

Db AL U e

-t 2 T
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HEATHR BB, FE B R B 0] DUE SONZEREM SRR T b IR Sk B A%
RFE. Ak, FRATFEAFNE B P e KR e B AR R KAt 11, LGk Bk A
HEEES. Aid, Isomap BRIEHRE SAW 7 AR, SRR DL O A 8 Rk
A AR HE 0 bt 2 B ——FRATT T LA o (R P — SR AR, AE PR AU RN SRR T AR
AR, B, RNTERGEENNAD SR BEARIE, ARMAREIRIEIEZIT
TMIEZ BT 3XFE, FRATHEE H ) 032 4 K B At A2 30 R ) 0 5

MEAREE R YL, Tsomap H&RUE R sUER KR, #7Z— XZEE (undirected
graph), FRAEATE. WiArE “ARIERI A" PEEAR A P

o HIMEHKE: HWNRZEIREE AR e, WHEEEAT;
o kITAR (ENN) B SRS 5 H ORI kSRR,
b ENN BB IIH 2. R 17— kNN B 6) 5.

B ENN K (k = 3)

A VAR G, BATH AT DA R S A A AR, DO OB . X OAH
BN S 59, I Dijkstra 9% 8E Floyd-Warshall 592, fEMAEERE. HHEH
B0 S R AL B B S, R AN E MDS Hkrh, B EURGERAN, X2
Isomap [FJEEANTFE.

4.2.3 Isomap HIXALSLIY

N T BELF AR Isomap YRR MIALEE, FRAVEMA S RAEHIEE, M
E—NHEREEH I EWE.  sklearn $&H4t—AN K%k sklearn.datasets.make_swiss_roll() »
AP E—A ‘It BdE. Bl X, y = datasets.make_swiss_roll(n_samples=1000) HJ
DAysdE N . P iess y AEERIOR.

N HFRATRAH Tsomap S0 i BT FESE. sklearn B Tsomap FyAAL T

sklearn.manifold. Isomap . EMEEBESHR 7 RITARR n_components H n_neighbors ,
EAREEL ENN KN f 8 EE, B k. 2 n_neighbors /N,  EIRERE MG

23

ANTERHIYE, X R AT
RN MIHLZL (geodesic).

ENN EA &2 —Mam A,
{HTE Isomap HHL AT
K.
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B, EEWSNRBETESERZES, FUbRE4EL R S HIR 2 H5 s . 1Y
n_neighbors BLRIN, At IR By o BRI R I e 4ERE B, DR R A 45 TR (AT
BmfemdEhmontn, mMIEEA “BHA” WE. FTEERTAFE n_neighbors i [1FF 4L,
B, AJLUEH, n_neighbors PLT 10 A A7 BB 2R R R B 1T

n_neighbors=3 n_neighbors=5 n_neighbors=10 n_neighbors=20

w BT | ,-__'_}f‘

2N, RIS t-SNE M1 UMAP BT & M2 80 R e 4, &
ATEX AR A I B AE SO AN Isomap. P78 T t-SNE f1 UMAP e G@E ke HT +-SNB E"Jﬁ’fﬁ?’m
Perp = 10, UMAP [

SRR IPRAESER . @XM, BATA LR AT M IZGEF t-SNE 80 UMAP, i 0 Ancighbons —
Mz Isomap. 8, mingis, = 0.5.

t-SNE UMAP

4.3 FERLMEERA

RITNAFH—F <P RRMBEL4ETTE, N BEREMEERA (locally linear em-
bedding, LLE).

4.3.1 [BEBLMHEIN

JRHRERNER AN L EL A%, A AR 2 R PRI R AR R —X TR
x;, ERER AR T, MR — MBI LR R o, ~ Zj Wi djs Hrp Wi pats
PEH &I RE. XA REOT DOE I S MEZR R AR ZE 7 SOR M, B

2
Xr; — Z W;; L5
B
KERABE— 2l ki) Aoe 3, BN TTR e BEE kb, Bk AR S5
R ke N AN AR . T R E wiy BAT SR — AR 3w, =
L. 3XFE, B AR R AT DA A JL AR JE AR BRI I 15wy BN a2y AR

BB wi; LRAME D
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TR, MRREUEAAT 2, (7 E RO R RO, a2,
(et T LER B RAL wyy I, T BRI =, f LT

e AR B 40 FE IR AL AR
2 T ARFEAR 4 BT — IR 4B f

zZ; — E 'wl'ij

ks =z

HEUEAE AT 2, UEME S

XA B G AL DR 2z; B0y LLE RYFRRAELIR . ARV e 21X B ARG ARAR T R RS AN
bk, PR R R ER POt 3, 2z = 0.
5 HT AR 2 B4R ST L, LLE 524 FISUME . A H & s il w3l
EXMABATHE S T, TR BARG Hasw. BATE SUER
M=I-W)"(I-W)

2 MR/ ke ASHFAEAR T S R ARFAIE [ 8 P 45 RS 0 R o B Ay B 4 /s R AR B R Z
LLE JEM 2 B 0 il 4ite, MG Isomap —FETEFEARLEN), R E MmS (a1 &
HRFEW AR —1E. Tsomap HIRAIE BN O(n?), 1 LLE RA O(n?).

4.3.2 LLE 9483 sCiR

FATHESL IR AE ] L1 (0 B - B Bl oRi0R LLE 19f&4E. LLE #£ sklearn HLALT
sklearn.manifold.locallylLinearEmbedding . HEAEZEHESHM AL n_components Fl n_neighbors .
FEIER TAFE n_neighbors FHIFEAESE R, nJLLE D], LLE FE4E4s B 5240 w5 sem 5
Isomap FEALL.

n_neighbors=5 n_neighbors=10 n_neighbors=15 n_neighbors=20

LLE B HRZ AR, EEAHE Hessian LLE (HLLE). modified LLE (MLLE) 15
H#B Y12 8] HEF (Local Tangent Space Alignment, LTSA). 7E sklearn H1, FA10] LM HES
% method SKIAAFER LLE 228, TECARINE &JF461) LLE, B method=’standard’ .
MTIEFLLES], JUA LLE 2 i) R4 RCR AL T 540 LLE. e8RS BE AT

TS T Ei%ﬁ@iﬁﬂ?%ﬁ%ﬁt%%
JEHL.

standard hessian modified
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4.4 B#RRDEE

B, PALRNH Mgt BAES BRI, (HRERENRR. SR KRR R 4E Rk
—B4%38% (autoencoder).
4.4.1 BRIBRNEH

H 4l # 5 B T B G G0 2 PR AR SVE AN A, e SEBn b DAVR B2 2 2] ) S8 B 3k 47
gi. AR IR 2%, ARG RN B TR

R i

OO0
O/ 0O
O

LU o

Q0O O O
QQQOO

Y Y

Imh s it %

EETIEE S *ﬁ’tﬁEFQZI—J?% B N = A R B0 B A T R I R AR 4R
ERHREAT A WS, U 98 B A AT AR B B 4E . RS 22 ARy SmAD RS
AR RRRDES. B AR N RN, i g i e SR ] SR, R
FRI P 22 T (8 B0 O 2 8 s AR AR AR . XN I RER O g i el “ 4 7. A I D AR
e AT AMARGEAR BRI ) “ FAY 7 (Bl dEAl by, XA RERR VMRS B “ Al .
HHABSEMFE, AL R R ERESIEE TN, A%RmESIIZRI Hir: ik
M AR ERGL, RIR RN BEHRRIEAE 2T

M BEEZ3.
1 i i
= EZ [EREr e
=1

XH o FormEg R, X, WUIRBATHEL N MRS, MRS E 2l B A
RIS R 4E(E B R EEA M. X815 B %4 2 2 b R B B E 015 2.
BRI, gt a2 =] SRS —Mod s 415 B A RUREgm Y, B U — ARl 2. XA
B Y5 t-SNE/UMAP 1 Isomap/LLE #BAN[A].

4.4.2 —ANEENBHmILEHISEI]

BT B A3 & — P& 4%, E7E sklearn HI&A L. FRATTFR ELA IR BE 5 ST HE
RBEAT S, BEACLTRATIEFE H AT I BIR B S2 2 HEZE Py Torch. [FIRF, 8 TAABLE %
PR A2 AL, FATELEAE A — AN O R R HdE S, BIZE A1 MNIST F5 R 50 X
. MNIST et 7 — R 28 x 28 BERMIKE T EHFE . mNEFR. &4
AT 28 x 28 = 784 EF AR I —pi. FATN I B et e i s 2 4.
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FALER NS M PyTorch S N MNIST ¥dlE4E. FA1ixX BLSN TR

WL, HEHFA N LTSN DataLoader 287,

from torchvision.datasets import MNIST

from torchvision

import transforms

# Download the MNIST Dataset and put in data loader

trainset = MNIST(root="./data",

trainloader =

testset = MNIST(root="./data",

train=True,

download=True,

transform=transforms.ToTensor ())

torch.utils.data.Dataloader (dataset=trainset,

batch_size=1024, shuffle=True)

train=False,

download=True,

transform=transforms.ToTensor ())

testloader = torch.utils.data.Dataloader (dataset=testset,
batch_size=32, shuffle=False)

TR TR EIRA T E I D A 28 0 2% . JRA T A5 P B i B (R P 2 P 2%, Bl —
RINEEFZEM R, HgmibasfEE M ol 058 784 - 128 - 32 - 8 - 2, FFfH

ReLU BUif R %L fRASES 1045 5 2 58 XK.

2

20

21

22

23

24

25

26

27

28

29

30

import torch

from torch import nn

class AutoEncoder (nn.Module):

def __init__(self):

super (

Y. __init__Q)

# Encoder: 784 - 128 - 32 - 8 - 2
self.encoder = nn.Sequential(
nn.Flatten(),
nn.Linear (784, 128),
nn.ReLU(True),
nn.Linear (128, 32),
nn.ReLU(True),
nn.Linear (32, 8),
nn.ReLU(True),
nn.Linear (8, 2),
nn.ReLU(True)
)
# Decoder: 2 - 8 - 32 - 128 - 784
self.decoder = nn.Sequential (
nn.Linear (2, 8),
nn.ReLU(True),
nn.Linear (8, 32),
nn.ReLU(True),
nn.Linear (32, 128),
nn.ReLU(True),
nn.Linear (128, 784),

27

i 45 PR 2% (R £ M 7
IR, AHIX AR AL 7
HI.
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31
32
33
34
35
36
37
38

nn.ReLU(True),
nn.Unflatten(dim=1, unflattened_size=(1, 28, 28))

def forward(self, x):
encoded = self.encoder (x)
decoded = self.decoder (encoded)

return decoded

T MNEE GPU LRI ZGE ZiZm T CPU, KA ME A N X/, £F

GPU 1) CUDA HEZERT | GPU )I1%k.

1

device = torch.device("cuda” if torch.cuda.is_available() else "cpu")

TP BRI LT, B BT EL B — A4, JIf Hik$

BUR BRI RS . X IR LR R M E MW $75I1RE (MSE) 1E vkt Jfik
FH AT Adam RALE .

1

2

# Model Initialization

model = AutoEncoder ().to(device)

# Validation using MSE Loss function

loss_function = nn.MSELoss ()

# Using an Adam Optimizer
optimizer = torch.optim.Adam(model.parameters(),

lr = 1e-3, weight_decay = 1e-10)

PR MEMZ AT IR, SHAEMEMF, A% HbREERLts

AR, R ERATAMY FE B =B R 2, TR B ENRRE LR 2. X BRI
BAEUIZE 50 4 epoch, TEREAS epoch JE 15— NN EIEEE IR ZIFC R T oK.

1

2

epochs = 50
train_losses = []

test_losses = []

for epoch in range(epochs):

model . train ()
for image, _ in trainloader:
# Move the input tensor to device (if GPU)

image = image.to(device)

# Output of Autoencoder and calculate loss
reconstructed = model (image)

loss = loss_function(reconstructed, image)

# Standard way to do backprop and optimization
optimizer.zero_grad()
loss.backward ()

optimizer.step()
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21

22 # Store the training loss

23 train_losses.append(loss.item())

24

25 # Evaluation mode, grad will not be calculated
26 model .eval ()

27 with torch.no_grad():

28 for image, _ in testloader:

29

30 # Calculate loss, same as training

31 image = image.to(device)

32 reconstructed = model (image)

33 loss = loss_function(reconstructed, image)
34

35 # Store the test loss

36 test_losses.append(loss.item())

37

38 print(’epoch = ’ + str(epoch))

39

40 print(’Training done!’)

WEZRTERUG, FATATCLE I ZRad f N 2R A it S iR 22 224k 7T AR 21 2R bk
IR ZEEHN T, JHERJEETRUE. XUWMIIZR I, R, WA RRZE 5
g, wJnIPRA BTt RERRAE A,

— train loss
—— test loss
0.09 1
0.08 1
w 0.07
w
8
0.06 1
0.05 A
0.04
T T T T T T
10 20 30 40 50
epochs

AN SRFRA IR L — TN GRJE PR X 2% B3 AN A4t AT UK IR 28 I 2 S5 o S S A 1
AR . NET R AT RS TG E D, NI AT R T A g s AR

zlz]/10]4
712]/10]a
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TERIIING T ]RATF B gy fa, AT LB model.encoder() KIHH Zmfd 235847,
DLSCIR R PR 4. NS R T B IR 4ESE . nT VR S|, B w8 s iy 1 1
ENGEAE RIS

12

10

BJa s FATM BN HAd 28t B 4R SRE——PCA 1 UMAP X T [R5 20 Bl 1
BRgeai R, B4R, PCA fENLMERRAER, TRt X 0 AFEKEC . UMAP H14E
RO R RRAE Y, IR E BRI X 7 T A FE . A E g e AE
YEAE RIS 5 B A AN, R 3 30 R A AN R (5 P 251

PCA UMAP
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scikit-learn B 7 3#4 (https://scikit-learn.org/stable/)

Stack Exchange 3%, 5 Stats 1576

JAEHE (Bl

UMAP B XH (https://umap-learn.readthedocs.io/en/latest/)
NeuroMatch Academy HJH gmhid #3584

PyTorch B 77 3k (https://pytorch.org/docs/stable/index.html)
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